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Abstract—An important challenge that affects ultrasonic mid-
air haptics, in contrast to physical touch, is that we lose certain
exploratory procedures such as contour following. This makes
the task of perceiving geometric properties and shape
identification more difficult. Meanwhile, the growing interest in
mid-air haptics and their application to various new areas
requires an improved understanding of how we perceive specific
haptic stimuli, such as icons and control dials in mid-air. We
address this challenge by investigating static and dynamic
methods of displaying 2D geometric shapes in mid-air. We
display a circle, a square, and a triangle, in either a static or
dynamic condition, using ultrasonic mid-air haptics. In the static
condition, the shapes are presented as a full outline in mid-air,
while in the dynamic condition, a tactile pointer is moved around
the perimeter of the shapes. We measure participants’ accuracy
and confidence of identifying shapes in two controlled
experiments (n1 ¼ 34; n2 ¼ 25). Results reveal that in the
dynamic condition people recognise shapes significantly more
accurately, and with higher confidence. We also find that
representing polygons as a set of individually drawn haptic
strokes, with a short pause at the corners, drastically enhances
shape recognition accuracy. Our research supports the design
of mid-air haptic user interfaces in application scenarios such as
in-car interactions or assistive technology in education.

Index Terms—Mid-air haptics, touch, geometry, shape
perception, memory chunking, haptic controls, in-car interaction,
assistive technology.

I. INTRODUCTION

M ID-AIR haptics describes the technological solution of

generatingtactile sensations on a user’s skin, in mid-air,

without any attachment on the user’s body. One way to

achieve this is through the application of focused ultrasound,

as first described by Iwamoto et al. in 2008 [1], and commer-

cialised by Ultraleap in 2013. A phased array of ultrasonic

transducers is used to focus acoustic radiation pressure onto

the user’s palms and fingertips. Modulating the focus points,

such that it matches the resonant frequency of the cutaneous

mechanoreceptors found in humans (�5 HZ to 400 HZ) [2],

causes a localised tactile sensation to be perceived by the user.

With the use of multipoint and spatiotemporal modulation tech-

niques, it is possible to create more advanced tactile sensations

such as lines, circles, and even 3D geometric shapes [3]–[7].

As ultrasonic mid-air haptic technology is being explored in

more andmore application areas such as in art [8], multimedia [9],

virtual reality [10], [11], and in-car user interfaces [12], [13], sev-

eral challenges have emerged regarding tactile interaction inmid-

air. One such challenge is shape identification. In contrast to

physical touch, we cannot explore the interaction space and

acquire tactile information with the same set of exploratory pro-

cedures as those discussed by Lederman and Klatzky [14]. For

example, we cannot push or squeeze the surface of a tactile cube

displayed in mid-air to determine its stiffness, lift it to judge its

weight, nor follow along its contours with our fingers to deter-

mine whether it is a cube or not, in the same way we would do

with a physical object. While progress in perceiving material

properties in mid-air, such as texture is being made [15], mid-air

haptic technology faces some important challenges when geo-

metric properties of haptic sensations are to be displayed and

explored through mid-air touch. Namely, if the geometry of the

displayed items remains ambiguous, e.g., if a circle were to easily

be confused with a square, mid-air haptic technologies would be

unsuitable for a wide range of applications that require accurate

and reliable shape identification.

To address this important challenge, we have experimen-

tally investigated new and existing approaches to displaying

2D geometric shapes in mid-air. Specifically, we distinguish

between two ways of rendering 2D tactile shapes either as

static or dynamic. In the former case, the stationary outline

of a shape (e.g., a circle, square, or triangle) is displayed in

mid-air, while in the latter case, a slowly moving pressure

point traces the outline of the shape. In the following, we

will measure the performance of these two haptic rendering

approaches: 1) stationary shapes, and 2) dynamic tactile

points, with regards to their ability to accurately convey 2D

geometric information to the user.

To that end, and based on our own prior observations and

experiences of people interacting with mid-air haptic technol-

ogy, we have hypothesised that geometric shapes are recog-

nised more accurately and more confidently when they are

presented as dynamic stimuli. For instance, a circle is more

likely to be recognised when a tactile pointer is moved around

its circumference, than in its static counterpart [16]. In the
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context of physical touch, our distinction between static and

dynamic stimuli is analogous to pressing a cookie cutter

against the palm vs. drawing its shape on the palm with a fin-

ger or pointy object. Motivated by this analogy, we were spe-

cifically interested in studying mid-air touch to test our

hypotheses derived from the primary research question: How

accurately and confidently can people identify 2D shapes in

mid-air when displayed with a dynamic tactile pointer (DTP),

instead of the outline of a stationary shape?

Two experiments were conducted with n1 ¼ 34 and

n2 ¼ 25 participants in which people were asked to identify

the shapes they felt, and rate their confidence in their answer.

A circle, square, and an equilateral triangle were displayed

using the two rendering approaches (static and dynamic).

Additionally, we explored both passive and active exploration,

where participants were either prohibited or allowed to move

their hand freely during the mid-air tactile interaction. Our

analysis showed that participants were significantly more

accurate and confident in identifying shapes, when presented

with the dynamic modality. Furthermore, we also measured

that a 300 ms and 467 ms pause of the DTP at the corners of

the square and triangle respectively, improved people’s ability

to correctly recognise the displayed shapes by over 30%.

This paper contributes both novel scientific insights about

the tactile perception of 2D shapes, and also provides design

guidelines for improved mid-air haptic interfaces and haptic

visualisations. Both of these contributions are discussed within

the context of two application areas (automotive and education)

from a haptics and HCI perspective. Specifically, we provide

parameter recommendations for optimal shape recognition ren-

derings that could be used for novel assistive technologies that

enhance teaching of geometry and mathematics for visually

impaired students, or for the rendering of haptic icons and con-

trols in novel gesture controlled car user interfaces [12]. In both

cases, a more accurate and confident identification of the com-

municated haptic shapes can significantly improve their effec-

tiveness and thus improve adoption rates of mid-air haptic

interfaces in the future.

II. RELATED WORK

We present a literature review on displaying haptic shapes,

the implications of stationary shapes and dynamic tactile stim-

uli, as well as the role of active and passive touch in recognis-

ing geometric features.

A. Static and Dynamic Tactile Stimuli

In tactile graphics design, it is a frequent recommendation

to use discontinuous tactile features, for example, to use open

arrow heads instead of solid ones [17]. Such design guidelines

support the notion that human tactile perception performs bet-

ter at detecting a change in stimuli, rather than a continuous

stimulus. This effect is researched through the comparison of

oscillatory and static tactile stimulation. Oyarzabal et al. [18]

has shown that indented geometric patterns are more likely to

be correctly discriminated when a low frequency vibration is

applied to tactile pixels on a tangible shape display. In

contrast, Pietrzak et al. [19] studied participants’ recognition

performance of directional clues. They found that static pat-

terns are better recognised than dynamic ones, when discrimi-

nating between eight tactile icons depicting various line

gradients. This was associated with the fact that in the static

icon condition, participants could explore the pattern in more

detail, i.e. an advantage due to active exploration.

B. Active and Passive Touch

In 1962, Gibson not only defined active and passive

touch [20], but also performed an experiment on rotating stim-

uli. Gibson considered passive touch, and asked participants

to identify shapes when these were pressed against the hand

statically, and when these were rotated. Results showed a 72%

accuracy in the rotation condition, opposed to a 49% accuracy

in the static condition. Further to the passive (rotation) and

passive (static) stimuli, he also found active exploration of the

shapes to be superior. He also reports on strategies named by

subjects, such as counting corners or points when trying to

identify geometric forms.

Schwartz et al. [21] replicated Gibson’s experiment, and

found controversial results. Active and passive touch recognition

of shapes did not differ significantly; however, in the passive

(static) condition, an accuracy of only 38.5% was obtained,

which was significantly lower than the accuracy obtained in the

passive (sequential) condition (92.5%). In Heller’s work, the

influence of exploration time was discussed in context of form

recognition [22]. Heller’s study showed that active exploration

outperformed both the passive (static) and passive (sequential)

stimuli, with 5 seconds of active exploration yielding a similar

accuracy to 30 s of passive touch.

According to Holmes et al. [23] kinaesthetic information

plays a key role when we need to discriminate 2D shapes larger

than the fingertip. Pasquero and Hayward [24] also remind us

how a tactile display should allow freedom of active exploration.

Such integration of cutaneous and kinaesthetic perception has

been studied in context of mid-air haptics too. Inoue et al. [25]

investigated Just-Noticeable-Difference (JND) values of posi-

tion and angle perception, while allowing active, free-hand

exploration for participants to inspect volumetric haptic objects

in mid-air. HaptoMime [26], and HaptoClone [27] further dis-

cuss active exploration specific applications of volumetric mid-

air haptic sensations.

C. Haptic Shape Recognition

Form perception has been studied through multiple tactile

interfaces, and multiple body parts. Kaczmarek et al. [28]

compared shape recognition via the fingertips on a 49 point

electro-tactile array, with a raised dot pattern alternative. Par-

ticipants discriminated four differently sized circles, squares

and equilateral triangles to an accuracy of 78.5% in the elec-

tro-tactile array condition, and 97.2% in the raised dot condi-

tion. Bach-Y-Rita et al. [29] replicated the study on the

tongue, yielding similar results. Dynamic ways of rendering

haptic shapes were also studied by Ion et al. [30]. Error rates

of recognising 12 shapes was significantly lower using a skin
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drag interface than a vibro-tactile system. Participants also

classified the stimuli created by the skin drag display, through

the movement of a physical probe across the skin, as “clearer”

and the vibrating stimuli as “blurry”.

Theurel et al. [31] studied the role of visual experience on

the prototype effect in the haptic modality of shape recognition.

Comparing squares, rectangles, and triangles in their canonical

and non-canonical representations, the study with congenitally

blind and blindfolded sighted adolescents showed that visual

exposure to prototypical representations of shapes, allowed

blindfolded participants to achieve faster recognition time.

Hence, the prototype effect is not intrinsic to the haptic modal-

ity, since the congenitally blind participants were significantly

slower, even though they performed� 20%more accurately in

recognising shapes. Since our study involved sighted partici-

pants and invisible stimuli, we decided to display shapes in

their prototypical orientation, eliminating potential confound-

ing variables.

Shape recognition was also studied in mid-air haptics.

Korres & Eid [32] studied 2D patterns and measured identifica-

tion accuracy to be 59.4% with mean recognition time being

13.9 s. Rutten et al. [16] tested 2D sensations, where, line

based patterns were better recognised than circular ones. It was

also noted that a dial like sensation was more accurately recog-

nised than a static shape. Howard et al. [5], studied the ability

of people to discriminate line orientation using mid-air haptics.

83% of participants did not express a preference of line orienta-

tion in their subjective reports, and this finding was reflected in

the indifferent identification scores too. Replicating or contra-

dicting these findings on perception of horizontal, vertical or

diagonal lines might be valuable in design processes, such as a

decision on using a square shape vs. a triangle. Long et al. [4]

also showed that volumetric haptic shapes in mid-air can be

perceived at 80% accuracy, but it did not evaluate users’ perfor-

mance on 2D geometry, a challenge that we address, and

expand on in the present work.

III. EXPERIMENTAL DESIGN

To investigate the main research question on how accu-

rately and confidently people can identify 2D shapes in mid-

air, when rendered with DTP instead of a static outline, we

defined the following two hypotheses:

H.1 Shapes will be correctly recognised on significantly

more occasions when rendered as dynamic stimuli than

as static stimuli.

H.2 Shapes will be correctly recognised with significantly

more confidence when rendered as dynamic stimuli

than as static stimuli.

Evaluating our hypotheses, we performed two controlled

experiments and two pilot studies. Both experiment 1 and

experiment 2 investigated the primary hypotheses (H.1 and

H.2), as described in section IV and VI. However, in experi-

ment 2, we modified the dynamic stimuli to also evaluate a

new hypothesis (H.3, see section V) conceived after the anal-

ysis of experiment 1. Namely, in experiment 2, the dynamic

stimuli were changed from a continuous loop to an inter-

rupted loop, which means that the tactile pointer paused its

movement for 300 ms and 467 ms at the corners of the

square and triangle respectively. To find the optimal pause

times in the movement of the tactile pointer for the different

shapes, we ran two pilot studies, as described in section V.

An overview of the experimental design is shown in Fig. 2.

Research ethics approval was obtained before recruiting

participants.

IV. EXPERIMENT 1: SINGLE-STROKE SHAPES

In experiment 1, we tested hypotheses H.1 and H.2. Impor-

tantly, the tactile pointer was moved around the displayed

shape giving no emphasis to any corners, as if drawn using a

single continuous (brush) stroke.

A. Method

1) Participants: Participants were selected from the general

public and aged 18 to 50 years. We set an upper age limit to

account for the potential decline of tactile acuity with age

[16]. We recruited 34 participants (f = 20, m = 14), with a

mean age of 27:21� 5:79 years. 30 participants were right

handed, two left handed, and two reported not having a domi-

nant hand. On a scale from 1 to 7, where 1 meant “no experi-

ence at all,” and 7 meant “regular user for at least one year,”

participants’ experience with the haptic interface was a mean

of 2:00� 1:42. Participants declared on the consent form that

they did not have any sensory impairment related to their

sense of touch.

Fig. 2. Summary of the two main experiments including two in-between
pilot studies to determine the optimal parameters for experiment 2.

Fig. 1. Experimental set-up. An ultrasonic array is positioned inside an
acrylic box. On top of the box there is an opening that allows participants’
hand, specifically the palm, to be stimulated with mid-air touch.
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2) Materials: a) Stimuli: Originally, we considered eight

shapes to test our hypothesis on. These were a circle, square,

right-angle triangle, plus-cross, ellipse, rectangle, equilateral

triangle and x-cross (see Fig. 3). However, for simplification,

we decided to limit the study to only three shapes: a circle,

square and an upright equilateral triangle, as often seen in lit-

erature (e.g. [28], [31]). Using only three prototypical geomet-

ric patterns [31], we wanted to eliminate any potential

confounding variables due to similarities of shape geometry.

Themethod of rendering static and dynamic haptic shapes dif-

fer both perceptually and in the way that they are generated. The

static stimuli employed spatio-temporal modulation (STM) [33],

where a single focus of constant amplitude (intensity¼ 1) is rap-

idly moved round the shape perimeter. The rotation frequency

causes the human skin to vibrate at the same frequency (and its

harmonics [34]) along the entire path trajectory, resulting in the

perception of a static tactile sensation, analogous to pressing a

cookie cutter against the palm. The dynamic stimuli employed

amplitude modulation (AM) [3], [35], where a single focus of

oscillating amplitude intensity between 0 and 1, is slowly moved

around the shape perimeter. The oscillating frequency causes the

human skin to vibrate at the same frequency (and its harmon-

ics [34]) but only at the focus, resulting in the perception of a

dynamic tactile sensation, analogous to a pointy object or brush

drawing shapes on the palm.

To study whether the method of rendering (static vs dynamic)

had an effect on identification accuracy, we created a static and a

dynamic version of the three chosen shapes, totalling six differ-

ent stimuli. The parameters were kept constant across all six

stimuli. We chose the size of the shapes (6 cm diameter/side

length) to fit an average adult palm (anthropometric mean of

palm length: 10.56 cm � 0.46 cm) [36]. We chose 70 HZ for

the STM rotational frequency, as it is near the optimal

5 m s�1to10 m s�1 draw speed, for path lengths given by the

static shape outlines [6]. For consistency, we chose 70 HZ as the

AM oscillation frequency, even though the optimal value for a

point like stimulus is near 200 HZ. We used anti-clockwise

pointer movements which is the default setting in the experimen-

tal device. The rate of drawing shapes using the dynamic stimu-

lus type was chosen to be 0.5 HZ (2 s per complete shape), such

that the movement feels natural, i.e., as if a finger drew on the

palm. The pointer had a diameter of 0.8 cm, corresponding to

the wavelength of the ultrasonic carrier, and simulating the size

of a fingertip. The centre of the shapes coincided with the origin

of the haptic interface’s coordinate system, but vertically trans-

lated by 15 cm above the surface of the device (see Fig. 1).

b) Device: We used a mid-air haptic device manufactured by

Ultraleap Ltd, which generates the tactile sensation using 256

ultrasound transducers. In order to fix participants hand at the

same height and area where the stimuli are displayed, we placed

the device within a hand-support cavity. Participants were

instructed to rest their hand on top of the support, over an

�10� 10 cm opening, as shown in Fig. 1. To create the stimuli,

we used the Ultrahaptics Sensation Core Library (SCL). The

SCL includes a Python scripting interface, which allows devel-

opers to design sensations by constructing a graph of inter-

connected operations, such as path geometry, transforms, or ani-

mations. The sensations were prepared in advance, such that a

Python script can call and display the stimuli on the haptic inter-

face. The script was responsible for logging data, and randomis-

ing the order of stimuli.

c) Task: The experimental task was simple: “Tell the

researcher the shape you felt, and how confident you are in

your answer”. We evaluated our hypotheses in two conditions:

(1) passive, and (2) active touch as part of the same experi-

ment. In the active condition, participants were allowed to

move their hand to explore the stimuli. In passive touch, par-

ticipants were instructed to keep their hand still. The dynamic

and static stimuli were displayed in both active and passive

conditions.

Prior to displaying the sequence of shapes, participants were

given a chance to familiarise themselves with the experimen-

tal setup and the tactile sensations. A matrix of 3� 3 focal

points were projected on the palm sequentially, from top left

to bottom right, with the central point coinciding with the cen-

tre of the shapes. Following this, we displayed the six stimuli

for 6 s respectively, but without disclosing the order of shapes.

Although we did not set a maximum number of times the

familiarisation could be repeated, none of the participants did

the familiarisation session more than twice.

After the familiarisation stage, participants were shown the

first stimulus for an indefinite duration and asked to announce

what shape they felt. At the moment of announcement the

stimulus was terminated. Participants were told that their

options were limited to “circle,” “square” or “triangle”. In

experiment 1, we also emphasised, that a “I don’t know”

response is also allowed. Before moving to the next stimulus,

the confidence rating was asked and recorded. This task was

repeated 24 times in a randomised order, with each of the three

dynamic, and three static stimuli repeated four times, in both

of the active and passive conditions. We measured two depen-

dent variables: the accuracy of the named shape, and partic-

ipants’ confidence in the perceived shape. Accuracy (a

dichotomous variable) simply indicated whether the shape

was correctly perceived or not. The confidence rating was a

self-report scale, from 1 to 7, where 1 meant “not sure at all”

and 7 meant “most certain”. We also recorded the time

between the start and termination of stimuli; however, we did

not intend to use this data to test our hypotheses in this study.

3) Procedure: Upon arrival to the experimental space, partic-

ipants were introduced to the experimental procedure, and

informed consents were obtained. We started collecting

Fig. 3. Overview on the original set of shapes considered in the study design
phase. The final selection of three shapes used in our experiments are
highlighted in green.
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demographic data, then participants were instructed to place

their right hand above the haptic interface. We carried out a

within group experiment, where the active vs. passive condi-

tions were counterbalanced and the stimuli were presented in

a random order.

We strived to keep the experimental setup as controlled as

possible by keeping the room temperature comfortably warm

(� 21�), to prevent participants from having cold hands and

reduced skin sensitivity. Ambient white noise was setup to

prevent any audible clues from the haptic device. In the active

touch condition, participants were asked to fix their sight on

the wall in front of them to avoid speculative guesses of the

felt shape, based on the visual inspection of their moving

hand. Between the active and passive touch conditions, a 30 s

break was allowed. Participants were given a sponge ball to

fidget with, and refresh their hand muscles, skin and joints.

At the end of the experimentation, we asked participants

two qualitative questions: (1) “Q1: Which type of stimuli did

you find easier to identify?”; and (2) “Q3: What strategies did

you use, if any, to try to understand the shape?”. We kept writ-

ten notes on the responses, but did not collect qualitative data

systematically in experiment 1. The entire procedure took 30

minutes per participant, who received a £5 Amazon voucher

for their time.

B. Results

For the analyses we use R (v3.5.2) statistical software. For

ease of reading, we grouped the report according to passive

and active touch conditions.

1) Passive Touch – Accuracy Metrics: A McNemar’s test

showed a statistically significant difference (p < 0:001) in

accuracy across the static and dynamic stimuli. We also ana-

lysed data with respect to individual classes (i.e. circle, trian-

gle and square). Fig. 4 shows the confusion matrices for both

static and dynamic stimuli, but excluding the “I don’t know”

answers. The overall accuracy for static stimuli was 50.6%

and for dynamic stimuli was 56.7%. This supports hypothesis

H.1. In both conditions, the matrices show a high level of con-

fusion in participants’ answers. In particular, the circle and the

square shapes are the most confused. For example, excluding

“I don’t know” answers, 38% answers of square when the

stimulus was a circle, or 33% answers of circle when the stim-

ulus was a square in the static stimulus type, with occasional

mistakes in recognising the triangle. This is also supported by

the subjective reports of users: P9: “You could not feel

whether it was supposed to be a circle or a square because the

shape filled up all of the space, and because you couldn’t feel

the edges.”.

2) Passive Touch – Confidence Levels: Fig. 5 illustrates the

box plot of confidence level for both static and dynamic stimuli.

The sample deviates from a normal distribution as assessed by

the Shapiro-Wilk’s test (p < 0:05). Therefore, we ran a Wil-

coxon signed-rank analysis to test differences between the confi-

dence levels in static and dynamic stimuli. The test resulted

statistically significant ðV ¼ 4794; p < :001Þ. Participants are
more confident in their choices when feeling shapes dynamically

drawn (median = 5), than feeling static stimuli (median = 3).

This supports hypothesis H.2. The recorded time measurements

were 10:2� 8:6 seconds for static stimuli, and 11:2� 8:3
seconds for dynamic stimuli.

3) Active Touch – Accuracy Metrics: McNemar’s test did not

find significant differences between static and dynamic stimuli

in the active condition (p ¼ 0:22). This falsifies hypothesis

H.1. We again analysed data with respect to individual shapes

and created confusion matrices (see Fig. 6). The overall accu-

racy for static stimuli was 57.3%, and for dynamic stimuli was

52.7%. Both types of stimuli brought participants to a high

level of confusion in the active condition.

4) Active Touch – Confidence Levels: From the box plot

shown in Fig. 7, it appears that reported confidence levels are

higher for dynamic stimuli. This is confirmed by a Wilcoxon

signed-rank analysis ðV ¼ 10591; p < :001Þ. The median

Fig. 4. Confusion matrix for the passive static (left) and passive dynamic
(right) stimuli, expressed as percentage.

Fig. 5. Box plot of confidence levels across the passive static (red), and passive
dynamic (green) stimuli.

Fig. 6. Confusion matrix for the active static (left) and active dynamic (right)
stimuli, expressed as percentage.
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scores are 3 and 4, for static and dynamic stimuli respectively,

supporting hypothesis H.2. The recorded time measurements

were 15:4� 10:7 seconds for static stimuli, and 14:8� 11:3
seconds for dynamic stimuli.

5) Qualitative Results: In the passive condition, every partic-

ipant said that identifying shapes, as dynamic stimuli was

easier. Some only expressed a milder difference: P15: “It’s

easier because it feels clearer, whereas the ‘cookie cutter’

case is more blurry.”. Others expressed a stronger disliking of

static stimuli: P7: “Oh, not again the muddy.”, or P33: “It‘s

very difficult to grasp when it’s a full blast. It just feels like

air.”. Multiple participants described the static shapes as too

“muddy,” “blurry,” or “fuzzy” to tell what shape it is. For

dynamic stimuli, two different strategies were mentioned.

One, focusing on curvature characteristics: P27: “The circle

felt like a smooth curve, whereas with triangle and square you

could feel the corners.”. Two, observing the dynamics of the

moving point” P26: “It slows down around the corners.”.

In the active condition, coherency of reports broke down

and depended on the strategies people followed. Participants

found dynamic stimuli easier, if they tracked the tactile

pointer: P32: “The moving point was even easier, as you could

almost place your hand on it and follow”. However, the

majority of people reported static stimuli to be slightly easier

to recognise, if they adapted the strategy of tilting their hand,

or focusing on points of stimulation on their palm.

C. Summary

Our results show that participants are significantly more

accurate in recognising shapes, when these are displayed

as dynamic stimuli (56.7%) versus a static representation

(50.6%), but only when their hand is fixed in space. Hence, for

passive touch we can verify H.1, even though the effect size is

small. For active touch, H.1 is false. Reported confidence levels

are also significantly higher for dynamic stimuli, in both pas-

sive and active touch, making H.2 true for both conditions. The

qualitative data revealed commonly used descriptors referring

to the clarity of sensations, which we explore further in experi-

ment 2. Although our time measurements are comparable to

the mean recognition time (13.9 s) found by Korres and

Eid [32], this finding is only indicative and not conclusive. We

did not control how long participants were allowed to think

before giving an answer. The high standard deviations also

suggest that for some participants identification and announce-

ment might not have happened simultaneously.

V. PILOT STUDIES: INCREASING RECOGNITION

The results of experiment 1, backed up with qualitative

reports, suggested that participants could not discriminate

well between shapes, even if these were dynamically rendered.

In particular, people were repeatedly confusing circles and

squares. In order to address this, we devised a second experi-

ment that would test an additional hypothesis:

H.3 For dynamic stimuli, displaying shapes as a collection

of discrete haptic strokes in form of an interrupted loop,

instead of a continuous loop, will further improve the

accuracy of shape recognition.

A. Parametrisation and Chunking of Haptic Output

We motivated this hypothesis based on the literature discus-

sing unistroke I/O and cognitive chunking. Considering visual

chunking representations, such as a study performed by Zhang

et al. [37], it is known that a single continuous line may form

a chunk, which represents a straight line, a curve, or a circle.

For polygons, it is expected that the number of edges, and ver-

tices are perceived independently as single strokes, but

grouped into the appropriate chunk. For example, a group of

three strokes form a chunk representing a triangle. Chunking

in HCI was discussed by Buxton [38] through multiple scenar-

ios, in search for methods of accelerating the transition

between novice and expert users of a computer interface. Bux-

ton concludes that “The key is gesture-based phrasing to

chunk the dialogue into units meaningful to the application. –

This desired one-to-one correspondence between concept and

gesture leads towards interfaces which are more compatible

with the user’s model.” [38]. He suggests that this principle is

desirable for any application, from terminal commands to

input-output interfaces, hence it is worth investigating in cases

of novel haptic output devices. Goldberg & Richardson [39]

designed a unistroke alphabet to find equivalents of touch typ-

ing with the use of a stylus. Such touch input system enables

the transition from novice to expert user by means of increased

input speed, while also enables higher accuracy interpretation

for the recognition system. Robust tools, such as the $1 Rec-

ognizer [40] enabled non-experts to incorporate gesture recog-

nition in their UI. However, it also opened up new research

topics, such as how gesture articulation speeds affected recog-

nition accuracy. In other words, what parameters of the input

contribute to successful recognition by the system. With the

evolution of haptic output devices, researching unistroke

related parameters, in context of human recognition abilities

becomes an interesting research topic. For instance, Hoshi [41]

used ultrasonic mid-air haptics to transmit gesture input into

unistroke like haptic output, rendered on the palm. An accu-

racy of 44% recognition was demonstrated, but no rendering

parameters were discussed or evaluated.

To test hypothesis H.3, we altered the dynamic stimuli to be

composed of a collection of discrete haptic strokes. In

Fig. 7. Box plot of confidence levels across the active static (red), and active
dynamic (green) stimuli.
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experiment 2, the tactile pointer paused its movement when it

reached a corner, while in experiment 1, the tactile pointer

moved without interruption around the perimeter of the shapes

(see Fig. 8). Thus, we distinguished between two types of

DTP rendering, the single-stroke (SSDTP) and the multi-

stroke (MSDTP) mode. However, the duration of interruption

(referred to as “pause”) remained a question. To determine the

optimal duration of the pause, making the largest impact on

recognition, we ran two pilot studies as described below. In

the first pilot, we wanted to find out the answer to the question:

“Does recognition of the shape increase with the increase in

duration of pauses at the corners?”. The second pilot was

responsible for optimising the duration parameter, by deter-

mining the model for correlating duration and recognition,

such as a linear or quadratic fitting model.

B. Pilot study 1

1) Method: a) Participants: We recruited nine participants

(f = 4,m= 5,mean age 29:6� 4:8 years). All of the qualifying cri-
teria reported in experiment 1 were applicable in this pilot study.

b) Materials: Participants were given two tasks, in the same

setup as experiment 1. In task 1, we displayed four repetitions

of nine different versions of squares, drawn over 2 s, with

increasingly long pauses of 0 ms to 400 ms, in steps of 50 ms,

at the corners. We asked participants to rate “How much does

the shape you felt resemble a square, on a scale from 1 (not at

all) to 7 (very much)?”. In task 2, the same task was com-

pleted for the triangle.

c) Procedure: The 36 stimuli were presented in a rando-

mised order. Participants were told what the shape was on

the display, and they were given standardised instructions of

the task in print, since it was crucial they report how much the

sensation resembles a shape, and not their ability to recognise

it. We measured performance in only the passive touch condi-

tion. The pilot took 20 minutes, and a short break was allowed

between the two tasks. Task 1 and task 2 were counterbal-

anced. No compensation was paid.

2) Results: Fig. 9 plots the mean scores of participants’ rat-

ings of recognition for the different pause durations at the cor-

ners of the triangle (left) and square (right). The graphs show

that increasing the pause increases participants’ perception of

feeling a well defined shape. We ran Wilcoxon tests to investi-

gate differences across the various durations. From these anal-

yses, we isolated three groups: 1) [0, 50, 100] ms; 2) [150,

200] ms; 3) [250, 300, 350, 400] ms, for both shapes.

Although, the difference between instances of each group

were not statistically significant ðp > 0:05Þ, the scores for the
three groups are statistically significantly different.

The results confirm that there is a direct relation between the

time spent at the corners, as a kind of emphasis, and the partic-

ipants’ perceived sensation of a shape. However, from the

graphs in Fig. 9, it is not clear if the trend would descend for lon-

ger pauses or continue increasing in a linear fashion. For a

clearer representation of the best-fit-curve’s trend, we omitted

error bars on the scatter plots and zoomed in on the area of inter-

est. To investigate the trend, we ran pilot study 2.

C. Pilot study 2

1) Methods: a) Participants: The pool of participants was

identical to the group of participants taking part in the first

pilot study.

b) Materials: We reduced the variation of stimuli by

decreasing the tested conditions of the pause duration. How-

ever, we increased the repetitions from four to ten, to obtain a

cleaner dataset. In task 1, we chose to test values of 0, 150,

300, and 500 ms for squares. Another factor we accounted for

in pilot study 2, is the difference between the draw speed of

sides in triangles and squares. Since the overall rate of draw-

ing and duration of pauses at corners were identical for both

shapes, the speed at which sides are drawn differed. However,

since pilot study 1 showed that there are intervals of pause

durations at corners, at which no significant differences are

observed, we chose to keep the draw speed of sides constant

by varying the pause duration. Based on this speed, and the

overall rate, we computed the equivalent duration of pauses in

the triangle to be 167, 317, 467, and 667 ms respectively. For

completeness, we also added the 0 ms baseline condition.

c) Procedure: The procedure was identical to that used in

pilot study 1, except the number of trials. Task 1 involved 10

repetitions of four variations on the square, and task 2

involved 10 repetitions of five variations on the triangle.

2) Results: For the triangle, we see from Fig. 10 that the best

fit curve follows a quadratic trend, although it is less sharp

than in the case of the square. The central values of 467 ms

and 300 ms for the triangle and square respectively were sta-

tistically different (p < 0:05) from other values tested using

Wilcoxon tests. We see that a too long a pause may decrease

Fig. 8. An illustration of rendering squares with DTP, either as a single-
stroke (SSDTP) stimulus or as a multi-stroke (MSDTP) stimulus.

Fig. 9. Scatter plot of recognition: The mean scores of participants’ rating (1-
7) is plotted against the nine pause durations tested (ms) for the triangle (left)
and square (right) in pilot study 1. A best fit curve is shown in blue.
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performance. In case of the square, participants may benefit

from feeling the edges. A square rendered in 2 s, with a

500 ms pause at the corners, means that there is no time left to

render edges. The tactile pointer is repositioned discontinu-

ously from corner to corner.

D. Summary

Two pilot studies were conducted to investigate the effect of

pauses at corners on shape recognition. The pauses interrupted

the movement of the tactile pointer, rendering a haptic shape. It

was shown that different pause durations can have a noticeable

impact on recognition, and that the optimal pause durations dif-

fer from shape to shape. Although the results we obtained were

indicative of the most appropriate duration to use, it was not con-

clusive whether participants were going to be able to discrimi-

nate the shapes, once the stimuli were mixed, as in experiment 1.

This was the objective of experiment 2.

VI. EXPERIMENT 2 – MULTI-STROKE SHAPES

This experiment studied all three hypotheses H.1, H.2 and

H.3. We measured participants’ accuracy and confidence in

mid-air haptic shape recognition, for static and dynamic stim-

uli in passive and active conditions. Importantly, we used the

modified dynamic stimuli, where the tactile pointer took short

pauses at the corners of the displayed shape, as if drawn using

multiple (brush) strokes.

A. Method

1) Participants: We recruited 25 participants (f = 14, m = 11),

with a mean age of 30.24 � 7.80 years. 22 participants were

right handed and 3 were left handed. Their experience with the

haptic interface, on a scale from 1 to 7, was 2.08 � 1.20. No

one declared a disorder compromising their tactile acuity.

Participants of the pilot studies were excluded from taking part

in this experiment.

2) Materials: The stimuli used in the static condition were

identical to those used in experiment 1. In the dynamic method

of rendering, we exchanged the single-stroke stimuli with

multi-stroke sensations. Based on the results of the two pilot

studies, we chose 300 ms and 467 ms long pauses at the cor-

ners of the squares and triangles respectively. We expected

that this method would help in distinguishing between circles

and squares displayed as dynamic stimuli.

3) Procedure: The task and procedure for experiment 2 fol-

lowed the same protocol as in experiment 1, except in two

aspects. First, we did not allow for an “I don’t know” answer

when identifying the presented shape. We chose to make this

change to feed the confusion matrix with more relevant data.

The minimum confidence score accounted for the “I don’t

know” option. Secondly, we wanted to perform a more thor-

ough qualitative analysis, hence, we audio recorded the final

five minute interviews, and included a third question, asking

participants “Q2: Using 2-3 adjectives, how would you

describe the clarity, or sharpness of the shapes you felt in

each of the conditions?”.

B. Results

1) Passive Touch – Accuracy Metrics: Confusion matrices

for the two types of stimuli are shown in Fig. 11. The overall

accuracy for static stimuli was 51.7%, and for dynamic stimuli

was 83.0%. This is a statistically different result (McNemar’s

test, p < 0:001) and a significant improvement compared to

the results in experiment 1, supporting hypothesis H.1. Values

for the dynamic stimuli highlight how the shapes are better

perceived with the introduction of multi-stroke shapes. Only

14% answers of square were given, where the shape was a cir-

cle; and only 9% answers of circle were given, where the

shape was a square.

2) Passive Touch – Confidence Levels: A Wilcoxon signed-

rank analysis confirmed a significant difference ðV ¼ 912; p
< :001Þ between confidence levels in the two stimulus types.

Once again, participants were more confident in dynamic

stimuli (median = 5), than in static stimuli (median = 3), as

shown on the box plot in Fig. 12. This supports hypothesis

H.2. The recorded time measurements were 7:8� 5:6 seconds

for static stimuli, and 7:8� 5:3 seconds for dynamic stimuli.

3) Active Touch – Accuracy Metrics: Fig. 13 shows the con-

fusion matrices for the active condition. The overall accuracy

for static stimuli was 57.3%, and for dynamic stimuli was

84.7%. This is a statistically significant difference (McNemar’s

test, p < 0:001) and makes hypothesis H.1 true.

Fig. 10. Scatter plot of recognition: The mean scores of participants’ rating
(1-7) is plotted against the five/four pause durations tested (ms) for the triangle
(left) and square (right) respectively, in pilot study 2. A best fit curve is shown
in blue.

Fig. 11. Confusion matrix for the passive static (left) and passive dynamic
(right) stimuli, expressed as percentage.
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4) Active Touch – Confidence Levels: The reported confi-

dence levels are again higher for dynamic stimuli (Wilcoxon

signed-rank test: V ¼ 2574; p < 0:001). The median score

for the confidence level rating is 4 for static stimuli and 5 for

the dynamic types (see Fig. 14). This supports hypothesis H.2.

The recorded time measurements were 9:3� 5:7 seconds for

static stimuli, and 8:4� 5:5 seconds for dynamic stimuli.

5) Qualitative Results: Our aim was to quantify observations

on participants’ comments from experiment 1, and systemati-

cally collect linguistic descriptors of the two types of stimuli.

To do this, we transcribed all five minute interviews con-

ducted at the end of the experiment. Relevant snippets of the

transcripts were extracted, and grouped into three categories,

coded as: (Q1) Preference, (Q2) Descriptor, and (Q3) Strategy.

After the coding process, we further abstracted information

relevant to the respective category.

In Q1, we looked for how many people found either of the

stimulus types easier based on their subjective reports, and

how varied the spectrum of expressed difficulty is (from a lit-

tle easier to a lot easier). We found that 22 of 25 participants

reported that the dynamic condition was “easier”. 3 partici-

pants said it depended on whether they explored actively or

not. In the active touch they felt the static shapes were easier

to recognise, though they still preferred the dynamic display

mode when their hand was fixed. We also identified 11 posi-

tive, and 5 negative signifiers. Positive signifiers included

adjectives, such as “definitely” (7 instances), or “much” (2

instances): P9: “The moving one was definitely a lot easier.”.

On the other hand, negative signifiers, such as “I think” (4

instances) or “perhaps” (1 instance) indicated a weaker prefer-

ence: P2: “I think the moving one was perhaps better.”.

In Q2, we abstracted a list of 28 adjectives, descriptive

phrases associated with the individual conditions. We counted

the frequency of these descriptors, and coded them according

to three themes. The themes were divided into positive and

negative attributes. For the most frequent adjectives and their

occurrences in each theme, see Table I.

In Q3, we abstracted two key strategies. First, people who

counted corners or edges in the passive (dynamic) condition,

and people who moved their hand with the moving tactile

pointer, in the active (dynamic) condition. In the former case,

people reported that counting helped them create a mental pic-

ture of the shape: P19: “I could see this almost like tracing

something on my skin so I could kind of mentally construct the

shape”. In the latter case, participants relied on whether the

movement of tactile stimulus on their hand, matched the self-

initiated, kinaesthetic movement.

C. Summary

Comparing the accuracy results obtained for dynamic stimuli

in experiment 1 and experiment 2, using a x2 test of homogene-

ity, we see a statistically significant difference in both the passive

(x2 ¼ 87:23; df ¼ 1; p < 0:001) and active conditions

Fig. 12. Box plot of confidence levels across the passive static (red), and
passive dynamic (green) stimuli, in experiment 2.

Fig. 13. Confusion matrix for the active static (left) and active dynamic
(right) stimuli, expressed as percentage.

Fig. 14. Box plot of confidence levels across the active static (red), and
active dynamic (green) stimuli, in experiment 2.

TABLE I
DESCRIPTORS OF PERCEIVED QUALITY OF SENSATIONS, QUALITY

OF SHAPES, AND ABILITY TO RECOGNISE SHAPES
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(x2 ¼ 61:23; df ¼ 1; p < 0:001). Thus, we can claim H.3 to be

true, since the results of experiment 2 show that displaying

shapes as a collection of multiple strokes rather than a single

stroke, can significantly improve accuracy of shape recognition.

In particular, the overall accuracy in the passive touch for

dynamic stimuli increased from 56.7% to 83.0%; while the accu-

racy also increased in the active touch, dynamic stimuli, from

52.7% to 84.7%. These results confirm hypothesis H.1. We see

that for the dynamic stimuli in both passive and active touch, the

median value of confidence is 5, which is significantly different

from that for static stimuli, thus supporting H.2. The qualitative

analysis also shows that people find static shapes more blurry or

fuzzy, compared to dynamically drawn shapes, which have been

named as clear, or having a higher definition. The answers given

by participants to the interview questions show that recognising

shapes presented as dynamic stimuli is easy, while it is hard for

static stimuli.

VII. DISCUSSION

Our study reports on how accurately and confidently people

can identify 2D shapes using mid-air haptic stimulation. Here,

we discuss how our work contributes to haptics and HCI

research. We also outline possible application scenarios that

can benefit from our findings.

A. Mid-Air Haptic Shape Recognition

We learnt three key lessons. First, in experiment 1 we showed

that people can recognise more accurately and confidently the

tested shapes, when these were rendered with DTP, instead of a

stationary outline. Remarkably, while passive touch dynamic

stimuli performed 6.1% better on accuracy than static shapes, in

active exploration the dynamic stimuli performed 4.6% less

accurately. Although the results in active touch are not statisti-

cally different, this is in line with previous studies [20]. It is

likely that a shape presented as a full outline is better understood

while explored actively, than when passively felt. This is appar-

ent from comparing the accuracy results of static stimuli in the

passive (50.6%) and the active (57.3%) conditions. In contrast,

if both the tactile pointer and the participant’s hand is moving,

this may conflict the creation of accurate mental representations.

Secondly, experiment 2 showed that breaking down a shape

into individual chunks (i.e. using multiple strokes) can

increase the accuracy of shape recognition by �30%. Feeling

a continuous loop led to higher levels of association with a cir-

cle, and feeling well distinguished corners, enabled partici-

pants to make a clear link with either triangle, or square: P18:

“Counting the corners, and if I didn’t feel a corner and I felt a

constant movement, then I thought it was a circle.”.

Thirdly, we obtained comparable results to those cited in

the literature. Gibson found a 72% accuracy of shape recogni-

tion, in a passive (rotation) touch condition. This is similar to

our results of 83.0% accuracy of dynamic stimuli in the pas-

sive condition. He also reported participants’ recognition strat-

egy to be “counting corners and points” [20], which we also

found. Ion et al. [30] also found vibro-tactile interfaces to per-

form �20% less accurately on a shape recognition task,

compared to a skin drag display. This is in line with the �30%

difference between accuracy of identifying dynamic and

static shapes in experiment 2. The qualitative reports of Ion

et al. [30] “clearer” skin drag stimulus vs. “blurry” vibro-tactile

stimulus are also matching our qualitative findings.

In addition, the two pilot studies provided the optimal pause

duration parameters for the specific size and draw speed of the

tested shapes. These were experimentally deduced, however

we believe that this parameter can be defined precisely for a

general geometry, as a function of other parameters, such as

perimeter, number of sides, or rate of drawing. Reports of par-

ticipants also clearly support the numerical findings: P9:

“Having definitive pauses at the vertices, meant that I could

definitely feel four points. That must mean it’s a square. I can

definitely feel three points. That must mean it’s a triangle.

That helped immensely.”. Although we obtained an optimal

pause duration for shape identification, it did not consider any

use case restrictions. In some control interfaces, such as auto-

motive, time is of the essence and therefore a trade-off may

exist between accuracy and sensation duration. Optimising

shape recognition time remains an open question.

B. Application Opportunities: Two User Scenarios

1) Scenario 1: Haptic Controls in Automotive Systems:

Imagine a driver wishes to turn the volume of the radio down,

and increase the temperature in the car. It is an important inter-

action design task of in-car interaction to provide interfaces that

do not require the driver to take their eyes off the road [12],

[42]. One possibility is to use gesture control interfaces with

integrated haptic feedback. Given that people can easily distin-

guish between simple shapes, such as a circle and triangle, it

becomes possible to design a gesture control interface with

added haptic feedback. Placing the hand in an interaction space,

a haptic icon appears. If it is a circle, a rotating movement in

either direction could adjust the radio volume. Swiping move-

ment brings up a new icon, for instance a triangle. Here, rotating

movement of the hand in either direction results in changing the

temperature. To evaluate the effectiveness and safety of such a

system, we foresee an experiment replicating our findings in a

car simulator, especially focusing on circumstances where users

are subject to high cognitive demand, or potential risk. For

instance, very recent results suggest that it is indeed possible to

design recognisable and easy to navigate hierarchical tactile

docks and menu icons using mid-air haptic DTPs [43].

2) Scenario 2: Geometry Instruction for Visually Impaired

Students: Imagine a visually impaired student learning ele-

mentary geometry. Traditionally tactile graphics is embossed

on paper, to aid the instruction. In certain scenarios, such as in

secluded areas, the student requires remote help revising the

concepts. In this case, through a voice call and the haptic inter-

face, the tutor is able to assist, as illustrated in Fig. 15. If the

tactile paper is acoustically transparent, the mid-air haptics

can be used as an auxiliary tool, highlighting areas on the

paper. The regions of interest are discussed through guided

exploration using the tactile pointer. Providing appropriate
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input devices for content creation, the immediate tactile feed-

back is also possible, which is a critical requirement [44]. To

evaluate the merit of such a system, we foresee an experiment,

which studies tactile shape perception in mid-air versus tactile

graphics in novice users.

C. Limitations and Future Work

One of the drawbacks of our method is the arbitrary choice of

shape size. Recent work by Frier et al. [45] suggests that the

size of stimulus is affecting the perceived intensity of ultrasonic

mid-air haptics. A potential solution is to personalise the size of

the stimulus. Similarly, the arbitrary choice of rate at which the

DTP completed a loop needs to be tested to identify the optimal

parameters. In physical touch it was shown that slower move-

ment creates a sensation of curvature, while faster rates are per-

ceived straighter [46]. This could contribute to confusions

between a square and a circle when described with a continu-

ously moving pointer. Further limitation of our study is the

number of shapes tested. We have shown that displaying

dynamic shapes is better recognised if it is either a circle, square

or equilateral triangle; however, we know little about how well

people could distinguish between shapes, such as a circle and

an oval, or a triangle in different orientations. In future work,

we wish to optimise parameters, such as rate, orientation, size,

or type of stimulus used as a tactile pointer.

VIII. CONCLUSION

It is recommended that mid-air haptic devices render two-

dimensional geometric shapes through the use of a dynamic

tactile pointer, instead of displaying the full outline of the

shape. It is also recommended to break down polygons into

discrete sides, by interrupting the movement of the pointer at

the vertices. The optimal pause duration for a 6 cm square,

and equilateral triangle is 300 ms, and 467 ms respectively,

when displayed at a rate of 2 s. According to these specifica-

tions, the accuracy of passive touch shape recognition is

83.0%, with active touch at 84.7%. These results are compara-

ble to accuracies measured for mid-air haptics displaying 3D

shapes, as well as studies using raised pin arrays and vibro-tac-

tile displays. These insights may play a crucial role in a pleth-

ora of application areas, such as mid-air haptics control

design, in an automotive context, or as assistive technologies

for visually impaired distance learning children.
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